Universal Heavy-Tailed Behavior in Waiting Time Distribution in a Queue
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We study the waiting time distribution of queuing models operating in first-in-first-out (FIFO) and priority-based protocols by mapping the dynamics onto random-walk problems. The number of tasks in the queue in the long time limit gives the initial condition of a random walker, and the waiting time of a task is related with its first passage time (FPT). The formalism for the FIFO protocol is established first, successfully reproducing the exponential waiting time distribution, and then the priority-based case by Grinstein and Linsker [1] is reviewed with minor corrections, yielding the power-law waiting time distributions. We also discuss the universality in random systems, comparing the queuing model with other systems from the viewpoint of the ubiquitous exponent 1.5 in the FPT distributions.
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I. INTRODUCTION

One outstanding feature of modern society is massiveness. From mass manufacture and consumption of products to congestion of urban transfer systems to lines of people awaiting services, the excessive requirement for services beyond the limitation of available resources inevitably calls for management of queues. On that account, queuing theory has been developed to support effective allocation of limited resources [2,3].

In spite of extensive studies, however, the term “queue” is often used without any decisive definition. Here, we adopt a rough definition of queue (or queuing system) as a system which consists of objects (tasks) awaiting execution by a processing unit in a sequence. The word sequence in the definition suggests an important ingredient of a queuing system — the protocol. The protocol states the way that the order of task execution is determined. For most queuing systems, the sequence of execution is chosen to be the same as the order of tasks’ arrival. In this case, the queuing system is said to have FIFO protocol. All the examples noted above are typical queuing systems with FIFO protocol. Less frequently, there are occasions when the order of execution is taken to be the reverse of the tasks’ arrival sequence. One of the data structures used in computer science, called stack, works in this manner. The protocol of such queuing systems is called last-in-first-out (LIFO) [4].

Besides these protocols used for practical systems, one can also consider the priority-based protocol. This was recently brought to attention by Barabási and following workers [1,5–7]. They first took notice of the fact that human activity can also be considered as a dynamic process of a complex system, and named this human dynamics. A human virtually can do only a single task at a time. That is to say, if he chooses to do one thing, the other tasks should be postponed. The choice of what to do next is determined by the order of importance or emergency of the tasks, i.e., the priority. In this regard, task management by a human was modelized into a priority-based queuing system where the human takes the role of the processing unit. The model successfully emulated the ubiquitous phenomenon called burstiness [5]. Burstiness is a pattern of activity found in diverse human dynamics, which can be summarized by short periods of high activity followed by long periods of inactivity. The model produces a heavy-tail behavior in the distribution of the tasks’ waiting time in the queue, which is consistent with the heterogeneous activity pattern.

In this work we study queuing models operating in such conditions. First, a generic model operating in the priority-based protocol with arbitrary task processing rate is introduced, which generalizes previously studied models. The model is compared to various systems from the viewpoint of universality. To better understand such a model, we pose it onto a random-walk problem [8]. As a preliminary study, the traditional queuing model with FIFO protocol and constant task processing rate is considered first, and then the priority-based model by Barabási and following workers [1,5–7] is reviewed. The
primary concern is the distribution, $P(\tau)$, of the time $\tau$ that a task resides in the queue from its arrival to execution and removal (the waiting time). We find that the waiting time distribution is Poissonian for the FIFO case and follows a power law $P(\tau) \sim \tau^{-\delta}$ for the priority-based case.

II. THE MODEL

We first introduce a generic model as given below. At each discrete time step, $(1)$ $m$ tasks are delivered and added to the queue with probability $\lambda_m$, depending on $m$. Each task has its own priority drawn from the flat distribution $[0,1]$. $(2)$ Simultaneously, the top $n$ highest-priority tasks are executed and removed from the queue with probability $\mu_n$, which depends on $n$. All the processes are assumed to occur instantaneously, and the capacity of the queue is assumed to be infinite, so as to stock all the tasks delivered.

The model above can be specified into individual systems of concern by proper choice of the probability distributions $\lambda_m$ and $\mu_n$. For example, the model in Ref. [1] is reproduced when $\lambda_m$ and $\mu_n$ are given as

$$\lambda_m = \begin{cases} 1 - \lambda & (m = 0) \\ \lambda & (m = 1) & \mu_n = \begin{cases} 1 - \mu & (n = 0) \\ \mu & (n = 1) & (1) \\ 0 & (m > 1) & 0 & (n > 1) \end{cases} \end{cases}$$

With this choice of probability distribution, one task is delivered with probability $\lambda$ and executed with probability $\mu$ in unit time, and $\lambda$ and $\mu$ themselves are the task arrival and execution rates, respectively. The magnitudes of $\lambda$ and $\mu$ lead to different behaviors in the waiting time distribution $P(\tau)$, as we shall see in the next section.

There seem to be three different universality classes according to $\lambda$ and $\mu$. When $\lambda = \mu = 1$, it was shown that $P(\tau) \sim \tau^{-1}$ first by Barabási [5] via a scaling argument and then by Vázquez [7] in an exact analytic solution. The scaling argument of Barabási is introduced in the next section. For the cases of $\mu \leq \lambda < 1$ and $\lambda < \mu < 1$, Grinstein and Linsker [1] showed that $P(\tau) \sim \tau^{-3/2}$ and $P(\tau) \sim \tau^{-5/2}$, respectively.

The dynamics of the $\lambda = \mu = 1$ case is special in that $L$, the number of tasks in the queue (queue length), is strictly fixed. If we assume FIFO protocol for the queueing dynamics in this case, it is easy to see that $P(\tau) = \delta(\tau - L)$. On the other hand, the dynamics for the priority-based queue is changed dramatically. It is shown that the case $L = 2$ already exhibits the $P(\tau) \sim \tau^{-1}$ distribution. This means that a task with sufficiently low priority is not selected to be executed for a very long time, while other tasks come in and go out repeatedly. Vázquez obtained an exact solution for the case of a stochastic version of the model with $L = 2$: the queueing is started at $t = 0$ by adding $L$ new tasks to the queue. At each time step $t > 0$, the task with higher priority is selected with probability $\alpha$, or one task is selected randomly between the two with probability $1 - \alpha$. The selected task is executed and removed from the queue, and a new task is added. Then, the waiting time distribution is

$$P(\tau) \sim \frac{1 - \alpha^2}{4} \frac{1}{\tau} \exp \left( -\frac{\tau}{\tau_0} \right),$$

where $\tau_0 = 1/\ln (2/(1+\alpha))$. In the limit of $\alpha \to 1$ where the deterministic version is reproduced, the power-law behavior $P(\tau) \sim 1/\tau$ becomes dominant. As one can see, the origin of the $\delta = 1$ exponent is not of the kind of $1/f$ noise, nor any previously known dynamics. Thus, additional attention and further study are needed for this new kind of universality class.

On the other hand, the $\delta = 1.5$ exponent for the cases $\lambda > \mu$ and $\lambda = \mu < 1$ is quite ubiquitous behavior. As appears clearly in the next section, the $\delta = 3/2$ exponent originates from the FPT distribution (FPTD) of the random walker. It is robust among the dynamics of random systems that the FPTD is given by a power law, $T(\tau) \sim \tau^{-3/2}$. For example, the FPTD of Lévy’s flight random walk problem asymptotically decays as $\sim \tau^{-3/2}$, irrespective of the Levy exponent and the initial condition [9,10]. Moreover, the Sparre Andersen theorem claims that for any discrete-time random-walk process starting at $x_0 \neq 0$ with each step chosen from a continuous, symmetric but otherwise arbitrary distribution, the FPTD asymptotically decays as $\sim \tau^{-3/2}$ [11,12]. Whilst such results suggest the robustness of the exponent $\delta = 3/2$, whether the waiting time is fully understood solely by FPTD is still in question and should be resolved in future study.

III. QUEUING AND RANDOM WALK

Single task with FIFO.— Let us first consider the case of a single task processing queue operating in FIFO protocol Figure (1). More precisely, a queuing model operating in FIFO protocol whose task arrival and execution rate is given by Eq. (1) is concerned. We are interested in the waiting time distribution, $P(\tau)$, of the model. In a given time step, the queue length, $x$, can be (a) increased by 1 when a task arrives and no task is executed, (b) decreased by 1 when no task arrives and a task is executed, or (c) the same as for the previous time step, when no task arrives and no task is executed or a task arrives and a task is executed. Notice here that if we regard $x$ as position variable of a random walker and the three ways that the queue length is changed as its transition processes, the dynamics of the queue length is exactly mapped onto a biased random-walk problem. The master equation of such a system for the probability, $Q(x,t)$, that there are $x$ tasks in the queue at time $t$, or equivalently that the random walker is at position $x$ at time $t$,
Fig. 1. (Color online) Schematic diagram of the dynamic process in a single-task FIFO queue. In (a), the change in total number of tasks is described. A new task is delivered to the left end, and the oldest task in the queue is executed and removed from the right end. The event that both arrival and execution do occur in a time step, as in the figure, appears with probability $\lambda \mu$. If we focus on the task depicted with filled circles ($\lambda$), the number of preceding tasks is relevant for its execution. Such a situation is shown in (b), from the viewpoint of random walk. The walker is initially at the position of (number of preceding tasks + 1) and moves toward the origin with probability $\mu$. The event that the walker reaches the origin corresponds to the execution of the task.

is given by

$$Q(x, t+1) = [\lambda(1-\mu)]Q(x-1, t)$$
$$+ [\lambda \mu + (1-\lambda)(1-\mu)]Q(x, t)$$
$$+ [(1-\lambda)\mu]Q(x+1, t),$$

$$Q(0, t+1) = [1-\lambda(1-\mu)]Q(0, t)$$
$$+ [(1-\lambda)\mu]Q(1, t)$$

for $x > 0$ and $x = 0$, respectively. When $\lambda < \mu$, a stationary-state solution exists and, letting $Q(x, t+1) = Q(x, t)$, we obtain

$$Q(x) = \frac{[\mu - \lambda]/(1-\lambda)\mu}{[\lambda(1-\mu)/(1-\lambda)\mu]^x}. \hspace{1cm} (4)$$

Next, consider a task which arrives in the system when the queue is stocked with $x_0$ tasks in front of it. For the task to be executed, the preceding $x_0$ tasks should be executed first and then the task itself should also be executed. Consequently, the waiting time of the task is the time required for all the $(x_0 + 1)$ tasks to be executed. Since the execution of each task is a stochastic process occurring with probability $\mu$, $T(\tau, x_0)$, the probability that the waiting time will be given by $\tau$ when there exist $x_0$ preceding tasks in the queue, has to be found. Meanwhile, from the definition of the model, an execution process occurs simultaneously with the arrival of a task in a given time step, and thus the waiting time should be counted from zero. For example, when the queue is empty, a task can be delivered and then immediately executed and the waiting time of the task is measured to be zero. The dynamic process, again, can be understood by another random-walk problem: let $(x_0 + 1)$ be the initial position of a random walker and $x$ be the position variable. The execution of a task corresponds to the step $(1)$ of the random walker, and the execution of that specific task corresponds to the random walker’s reaching the origin, $x = 0$, for the first time. In this picture, $T(\tau, x_0)$ is the probability that a unidirectional random walker which moves only to $(x)$ direction with probability $\mu$ passes through the origin at time $\tau$ when the initial condition is given by $x = x_0 + 1$, i.e., FPTD of the random walker. If the random walker should pass the origin at the precise time $\tau (\geq x_0)$, it should move left during $(x_0 + 1)$ time steps and should keep its position during the remaining $(\tau - x_0)$ time steps. (Note the difference between the number of time steps and the time required.) On considering the number of ways to do so, $T(\tau, x_0)$ is obtained as

$$T(\tau, x_0) = \binom{\tau}{x_0} \mu^{x_0+1} (1-\mu)^{\tau-x_0} \hspace{1cm} (\tau \geq x_0 \geq 0). \hspace{1cm} (5)$$

The distribution of waiting time, $P(\tau)$, can now be calculated from the two results above. It is easy to see that

$$P(\tau) = \sum_{x=0}^{\infty} Q(x)T(\tau, x), \hspace{1cm} (6)$$

which is valid when $\lambda < \mu$. From Eqs. (4) and (5), we find

$$P(\tau) = \frac{\mu - \lambda}{1-\lambda} \left( \frac{1-\mu}{1-\lambda} \right)^{\tau} \hspace{1cm} (\lambda < \mu). \hspace{1cm} (7)$$

When $\lambda \geq \mu$, the distribution $P(\tau)$ generally does not converge but shows a scattered pattern. On the other hand, if $\lambda = \mu = 1$, it is easy to see that $P(\tau) = \delta(\tau)$. Since the arrival and execution occur deterministically, each task is removed as soon as it is delivered to the queue. Of course, if the queue is initially stocked with $L$ tasks, the distribution will then be $P(\tau) = \delta(\tau - L)$.

**Single task with priority.**—The model by Barabasi and following workers has priority-based protocol and stochastic task arrival and execution rates given by Eq. (1) [1]. In this case, the number of tasks that should be removed from the queue before a given task is to be executed increases if a task with higher priority is delivered to the queue. Neither the total number of tasks in the queue nor the number of pre-existing tasks at the moment of the arrival of the task is relevant any more. Instead, the probability distribution $Q(x, t)$ and the FPTD $T(\tau, x)$ should be redefined to include the factors due to priority. Let $Q(x, p, t)$ be the probability that there are $x$ tasks with priority higher than $p$ in the queue at time
Then, $Q(x, p, t)$ satisfies the master equations valid for $x > 0$ and $x = 0$, respectively:

$$Q(x, p, t + 1) = a^+(p)Q(x - 1, p, t) + a(p)Q(x + 1, p, t) + [1 - a^+(p) - a(p)]Q(x, p, t),$$

$$Q(0, p, t + 1) = [1 - a^+(p)]Q(0, p, t) + a(p)Q(1, p, t),$$

(8)

where $a(p) = \mu [1 - \lambda(1 - p)]$ and $a^+(p) = \lambda(1 - p)(1 - \mu)$ are the respective probabilities that the number of tasks with priorities larger than $p$ in the queue is decreased or increased by 1 in a given time step. As one can easily see, Eq. (8) is in exactly the same form as Eq. (3) for the FIFO-protocol case, provided that $\lambda$ in Eq. (3) is replaced by $\lambda(1 - p)$. At this stage, it is more convenient to analyze Eq. (8) by using its continuum version, where $x$ and $t$ are treated as continuous variables. The continuum equation is

$$\frac{\partial}{\partial t} Q(x, p, t) = C(p) \frac{\partial^2 Q}{\partial x^2} + D(p) \frac{\partial Q}{\partial x},$$

(9)

where $C(p) \equiv [a(p) + a^+(p)]/2$ and $D(p) \equiv a(p) - a^+(p)$. The continuum equation with the initial condition $Q(x, p, t = 0) = \delta(x - x_0)$ and absorbing boundary condition $Q(x = 0, p, t = 0)$ has the solution:

$$Q(x, p, t) = \frac{1}{\sqrt{4\pi ct}} \left[ \exp \left[ -\frac{(x + Dt - x_0)^2}{4Ct} \right] - \exp(Dx_0/C) \exp \left[ -\frac{(x + Dt + x_0)^2}{4Ct} \right] \right].$$

(10)

On the other hand, the steady-state solution of Eq. (8) is given as

$$\bar{Q}(x, p, t \to \infty) = [1 - a^+(p)/a(p)] [a^+(p)/a(p)]^x.$$

(11)

In this queuing model, the waiting time of a task with priority $p$ is not solely decided by the initial condition, but is derived from Eq. (8). Let $T(\tau, x_0, p)$ be the waiting time ($\tau$) probability of a given task with priority $p$ which arrived in the queue with $x_0$ higher-priority tasks having already been in the queue. By using the random-walk picture once again, $T(\tau, x_0, p)$ is the FPTD of a random walker, whose motion is described by the probability distribution function $Q(x, p, t)$ with initial condition given by $Q(x, p, t = 0) = \delta(x - x_0)$. Then, from the definition of the FPTD and Eq. (10),

$$T(\tau, x_0, p) = -\frac{\partial}{\partial \tau} \int_0^\infty Q(x, p, \tau) dx = \frac{x_0}{\sqrt{4\pi C \tau}} \tau^{-3/2} \exp \left[ -\frac{(D\tau - x_0)^2}{4C\tau} \right].$$

(12)

The waiting time distribution corresponding to Eq. (6) is written as

$$P(\tau) = \int_0^\infty dx \int_0^1 dp \bar{Q}(x, p)T(\tau, x, p).$$

(13)

On plugging Eq. (11) and Eq. (12) into Eq. (13),

$$P(\tau) = \int_0^\infty dx \int_0^1 dp H(p)\tau^{-3/2} \exp \left[ -\tau J(\tau, x, p) \right].$$

(14)

with $H(p) \equiv (1 - a^+(p)/\sqrt{2\pi(a + a^+)}$ and $J(\tau, x, p) \equiv [(a - a^+)x - \frac{1}{2}(a + a^+)\tau^2 - D\tau\log(a^+/a)$. The dependencies on $p$ of $a(p)$ and $a^+(p)$ are dropped for simplicity. The asymptotic form is determined by the magnitudes of $\lambda$ and $\mu$, yielding four cases as stated below.

Case (1): $\lambda = \mu = 1$. Here, a task is always delivered and the highest-priority task is always executed. Consequently, the number of tasks in the queue remains strictly constant. In this case, the formulae derived above fail and another argument is needed. For the moment, let us extend the model to the case where the highest-priority task is chosen stochastically. The probability of choosing a task with priority $p$ for execution is $\Pi(p) \sim p^\eta$, where $\eta$ is a parameter that determines the randomness of the model. When $\eta = 0$, $\Pi(p)$ is independent of $p$ and the task selection is random. If $\eta = \infty$, however, the highest-priority task is always selected. The probability that a task with priority $p$ is executed at time $t$ is $f(p, t) = (1 - \Pi(p))^{t-\Pi(p)}$. The average waiting time of a task with priority $p$ is

$$\tau(p) = \sum_{t=1}^\infty tf(p, t) = \frac{1}{\Pi(p)} \approx \frac{1}{p^\eta},$$

(15)

that is, the higher a task’s priority, the shorter the waiting time. If we let the flat distribution of the priority as $\rho(p)$ and note that $\rho(p)dp = P(\tau)d\tau$,

$$P(\tau) = \frac{dp}{d\tau} \approx \tau^{-1-1/\eta}.$$

(16)

In the $\eta \to \infty$ limit, $P(\tau) \sim \tau^{-1}$ is obtained [5].

Case (2): $\lambda = \mu < 1$. Here, the number of tasks in the queue is constant only in the average sense. The integral over $p$ yields the $\tau$ factor from $J$, which removes $\tau$ dependency in the exponential function. As a result, $P(\tau) \sim \tau^{-3/2}$ is obtained.

Case (3): $\lambda < \mu < 1$. The execution of tasks is faster than their arrival. The number of tasks in the queue goes to zero frequently. For small $x$ and $p$, $J$ has a term, $1/\tau_0 \equiv (\mu - \lambda)/4(\lambda - 1)$, independent of $x$ and $p$. Additionally, both linear and quadratic dependence in $x$ and $p$ come from the expansion of $J$. The $1/\tau_0$ term produces the exponential factor $e^{-\tau/\tau_0}$ in $P(\tau)$. For $\tau \gg \tau_0$, the linear terms dominate and $\tau$ dependence in the integrand is removed, yielding $P(\tau) \sim e^{-\tau/\tau_0}$. For $1 \ll \tau \ll \tau_0$, the quadratic terms dominate and case (1) is recovered, yielding $P(\tau) \sim e^{-\tau/\tau_0\tau^{-3/2}} \sim \tau^{-3/2}$.

Case (4): $\mu < \lambda < 1$. Here, the average rate of task arrival is greater than that of task execution. The number of tasks grows as $(\lambda - \mu)t$. A fraction, $(\lambda - \mu)/\lambda$, of arriving tasks fall into a deadlock, never being executed.
However, the other tasks do get executed and follow identical statistics as for case (1), with the asymptotic result $P(\tau) \sim \tau^{-3/2}$.

IV. CONCLUSION

We studied the waiting time distribution, $P(\tau)$, in queuing models from the viewpoint of random-walk problems. We first set up a general queuing model and discussed the special case where the task delivery and execution rates are given by Eq. (1). The case of FIFO protocol with the same task processing rate was studied first, via the formalism utilizing the random-walk idea. We obtained the Poissonian waiting time distribution when the system is in a stationary state, $\lambda \leq \mu$, which is consistent with the known results from various other solutions[2, 3]. Next, the solution for the priority-based queuing system in Refs. [1] and [5] is reproduced with minor corrections in the derivation which do not affect the asymptotic behaviors. The asymptotic behaviors change, depending on the magnitudes of $\lambda$ and $\mu$. In contrast to the case of FIFO protocol, a solution also exists when the system is not in a stationary state, $\mu \leq \lambda < 1$. The exponent in that case is found to be $\delta = 3/2$, which is consistent with the robust exponents of the FPTD in various systems. When $\lambda < \mu$, $P(\tau)$ decays as $\sim e^{-\tau/n_0}\tau^{-3/2}$ in the asymptotic region $\tau \gg n_0$, but $\sim e^{-\tau/n_0}\tau^{-5/2}$ for $1 \ll \tau \ll n_0$. Finally, when $\lambda = \mu = 1$, the exponent is found to be $\delta = 1$, which is not usual for previously known systems. Notice that the Sparre Andersen theorem does not apply here, since the corresponding random walks are asymmetric. Further studies on the origin of this new behavior with exponent $\delta = 1$ and a new class of queuing system which can interpolate the two classes above are required. The case where $\lambda_m$ follows a power law will be a feasible candidate.
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