longitude position as Jupiter rotated.

The auroral patch characteristic of rotating with Jupiter is
expected because the injected electrons also rotate with Jupiter
(within several per cent at ~12 Jupiter radii”’). Although the auroral
patch of interest here was the brightest observed during the joint
observation campaign, such patches are common within HST
images. Likewise, the occurrence of jovian electron injections is
also common®. The other energetic electron injections revealed in
the Galileo data (Figs 2 and 4) map to regions (Fig. 5) that also show
measurable auroral emissions. However, those emissions do not
appear patch-like and may have been active even in the absence of
injections.

Studies of Earth’s magnetosphere” suggest two different ways
that injected energetic particles can generate auroral emissions. (1)
The particle energy distributions are modified during injection and
become unstable to exchanges of energy with magnetospheric wave
modes. The waves scatter particles so that some travel narrowly
along the magnetic field lines until they encounter the atmosphere.
(2) The injected particle cloud is a high-pressure region and so
electric current flows along its boundary. This pressure-driven
(diamagnetic) current diverges along the leading and trailing
edges of the rotating cloud because the magnetic field strength
changes with radial distance. Currents are driven along the magnetic
field lines towards and away from the planet and can interact
strongly with plasmas close to the planet. At Jupiter, that interaction
would yield downward accelerated electrons, and atmospheric
auroral emissions, at the trailing edge of the rotating plasma
cloud. Although there is substantial uncertainty in the magnetic
mapping, the position of the auroral patch does match best with
either the trailing edge of the electron cloud (the
second mechanism) or the centre of that portion of the cloud
that contained the higher-energy electrons measured (the first
mechanism).

For an aurora resulting from the scattering process, the maxi-
mum power density that the measured (>20keV) electron cloud
can provide to the aurora is 60 * 30 ergcm s~ '. Higher power
densities are possible with the electric current generation mechan-
ism. Models of interaction between electrons and Jupiter’s
atmosphere”, recalculated with the energy distribution shapes
measured in Fig. 2, yield about 3ergcm ’s™' for the electron
input needed to explain the auroral emissions. Thus, measured
electrons can supply the requisite energy with scattering efficiencies
of only 3% to 10% of the maximum. Auroral optical emission
spectra were not available for this event to estimate independently
the electron energies involved. However, recent Galileo auroral
observations measured the tangent altitude (above the 1-bar atmos-
pheric pressure level) of peak auroral emissions at 245 = 30 km,
with some emissions extending to an altitude of 120 * 40 km
(ref. 23). Atmospheric penetration of electrons modelled for diffuse
aurorae require the involvement of over 48 keV electrons to explain
even the peak auroral emissions**?*. O
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Motivated by the technical and economic difficulties in further
miniaturizing silicon-based transistors with the present fabrica-
tion technologies, there is a strong effort to develop alternative
electronic devices, based, for example, on single molecules?.
Recently, carbon nanotubes have been successfully used for
nanometre-sized devices such as diodes*, transistors®, and
random access memory cells’. Such nanotube devices are usually
very long compared to silicon-based transistors. Here we report a
method for dividing a semiconductor nanotube into multiple
quantum dots with lengths of about 10 nm by inserting Gd@Cg,
endohedral fullerenes. The spatial modulation of the nanotube
electronic bandgap is observed with a low-temperature scanning
tunnelling microscope. We find that a bandgap of ~0.5€V is
narrowed down to ~0.1 eV at sites where endohedral metalloful-
lerenes are inserted. This change in bandgap can be explained by
local elastic strain and charge transfer at metallofullerene sites.
This technique for fabricating an array of quantum dots could be
used for nano-electronics® and nano-optoelectronics’.
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Since the discovery of carbon nanotube a decade ago'’, scientists
have synthesized a variety of forms of carbon nanotubes.
Recently, it has been shown experimentally that fullerenes or
endohedral metallofullerenes'' such as Gd encapsulated inside Cg,
(Gd@Cg,:GAMF) can be inserted into single-wall nanotubes
(SWNTs), forming a pea-pod-like structure'>”">. When the diameter
of the inserted fullerene is smaller than that of the SWNT minus a
certain length (~0.7 nm, roughly twice the van der Waals bond
length'®), the fullerenes are inserted exothermally'>'*. When the
diameter of a fullerene slightly exceeds the length described above,
the fullerene can be inserted endothermally, but the resultant SWNT
is elastically strained. A theoretical study has predicted that the
electronic structure is severely modified, including the positions of
the van Hove singularities (VHS), when an SWNT is uniaxially
strained””. As we combine these ideas, we can perform ‘local
bandgap engineering’ at the site where a fullerene is endothermally
inserted. As schematically shown in Fig. la, we predict that the
bandgap of a semiconducting nanotube would be altered by the
insertion of large fullerenes.

The insertion of GAMFs into SWNTs was done by keeping them
with SWNTs in a sealed glass ampoule at 500 °C for 3 days. The
GdMFs were synthesized by a d.c. arc-discharge method''"> and
isolated with a multiple-step HPLC (high-performance liquid

Figure 1 Effect of inserted Gd metallofullerenes (GdMFs) on the topography and band
structure of a single-walled nanotube (SWNT). a, The illustration of a (11,9) GAMF-SWNT.
Elastic strain is expected around the GdMFs. A schematic representation of estimated
modulation of conduction (£;) and valence (£,) band edges is also shown. b, A typical
topographic image of a SWNT obtained at the sample bias voltage of —0.3V (left); the
corresponding d/dV/ spectra (right). The x axis represents the position along the SWNT,
the y axis the energy in the range of —1.0 eV (bottom) to +0.87 eV (top), and the colour
scale the local density of states. ¢, Atomically resolved topographic image of a (15,5)
GAMF-SWNT at the sample bias voltages of 0.6 V. The GdMF sites are indicated by
arrows. d, A bundle of six GAMF-SWNTs. Variation of spacings between neighbouring
GdMFs are visible. The scale bars in all topographic images represent 1 nm.
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chromatography) method". The SWNTs were generated using a
d.c. arc-discharging method with a graphite-metal composite rod
and treated with acids to remove amorphous carbons. Previously
reported TEM images and electron energy loss spectra'*"® suggested
that the GAMFs can be spaced either regularly with 1.1 nm spacing
or less regularly, with 1.1-3 nm spacing. The density of GAMFs
could be controlled with sonication ex situ and/or annealing in situ.
Figure 1b shows a typical STM image and the corresponding spatial
variation of dI/dV along a SWNT without inserted fullerenes at a
temperature of ~5 K. Scanning tunnelling microscopy and spectro-
scopy (dI/dV, where I is current and V is voltage) give bias-
dependent topographic images and local density of states. To
observe the local variation of the electronic structure, we took
dI/dV spectra at 512 sites along the nanotube just after the
topography was taken. The x axis indicates the position along the
tube, the y axis the energy, and the colour scale dI/dV (shown at the
right side of Fig. 1b). It takes 30—60 min to take 512 dI/dV spectra.
Thermal drift is less than 0.1nmh™ at this temperature. In the
dI/dV spectra, two strong VHS peaks corresponding to the con-
duction and valence band edges are clearly visible with atomic
resolution. As reported*”*, the conduction and valence band edges
are flat. When we imaged topographies of the SWNTs with inserted
GdMFs (GAMF-SWNTs) at bias voltages of —0.8 V to +1.0V, parts
of the GAMF-SWNT appeared brighter than other areas, suggesting
that the diameter may be greater there than at other areas or that the
local electronic structure is modified by the inserted GdMFs as
shown in Fig. 1c and d. Figure 1d shows a bundle of six GAMF-
SWNTs, showing the variation of spacings between neighbouring
GdMFs. We note that the density is still lower than the reported
TEM results'>'. About 10% of over 200 SWNT images showed
locally bright spots in STM images.

Protrusions in STM topography do not necessarily indicate the
exact locations of inserted GAMFs, because the electronic struc-
tures, including band edges, are severely modified with the inser-
tion. Figure 2a shows spatial variation of dI/dV spectra along a
GAMF-SWNT. The chirality of the GAMF-SWNT is determined to
be (11,9) from the measured diameter of 1.4nm (nominally
1.375nm) and the chiral angle of 27° (nominally 26.7°). In the
dI/dV spectra, conduction and valence band edges are also visible
with two smaller VHS peaks following at higher bias voltages. The
original bandgap of 0.43 eV is narrowed down to 0.17 eV at the sites
where the GAMFs are expected to be located”. There are several
causes which could account for the change in the bandgap:

(1) The magnetic field originating from the Gd atoms inside Cg,
might cause this change. However, the magnetic flux of Gd (with
the magnetic moment of ~8ug) experienced by the SWNT is only
~107° flux quantum, so the effect of this phase variation on the

a
0.
N
C)
>
(o2}
@
C
]
Position x (nm) 7.3
-0.
il i
[ |
0 di/dVv (nA V-1) 0.6 0 di/dV (nA V-1) 0.8

Figure 2 Bandgap modulation of a GAMF-SWNT by encapsulated GdMFs. a, The d/dV/
spectra taken along the 10.2-nm-long GAMF-SWNT. The x axis represents the position
along the GAMF-SWNT, the y axis the energy, and the colour scale the local density of
states. b, Topographic image of a 7.3-nm-long (11,9) GAMF-SWNT at a sample bias
voltage of 0.5V. The sites of inserted GAMFs are indicated by arrows (bottom); the
corresponding d/dV/spectra of conduction band at the centre of the GAMF-SWNT are also
shown (top).
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energy gap through the changed boundary condition around the
SWNT is only 107 times the gap (<0.01 meV). Or, the energy shift
of the electron on the SWNT by the magnetic field of Gd (~100G)
is again within 0.01 meV.

(2) The modulation of dI/dV along the GAMF-SWNT may
possibly be due to the quantized electron-resonance states in a
SWNT of short length or those localized between defects®*.
However, bright spots appear even in a very long GAMF-SWNT
and no correlation between the observed and expected results was
found. We also observed the size effect of dI/dV spectra between two
defects separated by ~5nm in a plain SWNT®. The size effects
resulted mainly in the intensity variation of VHS and the observed
spatial variation of the local density of states is less than 0.1 eV.

(3) Charge transfer from the SWNT to the GAMFs or the Au(111)
substrate may also induce a change in the electronic structure. The
greatest effect of this mechanism is to shift the whole spectrum
(both conduction and valence bands), together with some con-
tribution to the energy-gap modification. Indeed, we notice that the
Fermi level is closer to the valence band edge owing to the charge
transfer, as though the SWNT were p-doped, and the majority of the
modulation occurs in the conduction band.

(4) As suggested above, elastic strain can change the bandgap
significantly. For example, a strain of 4% in the tube axis direction
can induce a gap reduction of 60% for the (15,1) GAMF-SWNT".
To study the strain produced by fullerene insertion, we performed
first-principles self-consistent pseudopotential calculations using
the local density approximation. The Troullier—Martins nonlocal
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Figure 3 Energy-resolved d/dV/images of a GAMF-SWNT. The sites of inserted GdMFs
are indicated by arrows. a, A topographic image of a 7.6-nm-long (15,5) GAMF-SWNT.
b—j, The corresponding d/dV/ images at the biases of b, 1.4; ¢, 1.2; d, 1.0;

e, 0.8;f 0.6;9, 04; h,0.2;i,-0.2; j, —0.4V. White arrows indicate that the position of
the secondary-VHS shifts along the GAMF-SWNT by changing bias voltages, showing a

large dispersion. Each bright line is sickle-shaped, which indicates that charge transfer or
elastic strain varies around the GAMF-SWNT, breaking the cylindrical symmetry.
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pseudopotential in the separable Kleinman—Bylander form is
employed with an energy cutoff of 40 Rydbergs (Ry). Localized
basis orbitals are used to cope with a very large unit cell. The Gd
atom is either not included or replaced by a simple metal (Mg)
atom because of computational limitations. The results show the
same trend as in ref. 19, but the maximum calculated strain in the
relaxed geometry is <1% and the corresponding gap change is too
small (<0.1eV) compared with experiment.

We therefore conjecture that the combined contribution of the
elastic strain and the electron transfer to the Au substrate and to Cg,
may be responsible for the observed gap modulation. Unlike in the
uniaxial strain, stretching in the circumferential direction is impor-
tant here. One of the surprising features of these spectra is that the
change in bandgap is so strongly localized that its spatial variation is
clearly resolved in Fig 2a. At other locations along the GAMEF-
SWNT, we observed the modified conduction band of a different
shape as shown in Fig. 2b. Various shapes of the modified energy
band reflect the variation of local elastic strain and/or charge
transfer or other physical quantities not listed here. The contribu-
tions of elastic strain and charge transfer to the change in bandgaps
could be studied further by repeating the same experiments on
SWNTs with plain fullerenes” and other types of metallofullerenes.

With the cylindrical symmetry of the SWNT alone, we would
expect that its electronic structure might also show cylindrical
symmetry. However, owing to the effect of the Au substrate, the
cylindrical symmetry is reduced to at most a mirror-symmetry
(with respect to the normal plane that cuts the SWNT in half along
the tube axis). Mirror-symmetric distributions of the elastic strain
and the charge transfer may occur. For example, the closer to the
substrate, the greater is the charge transfer. That would give rise to
the bending of the potential and shift of the VHSs with the above-
mentioned mirror symmetry. When we took dI/dVimages (a spatial
map of the local electronic density of states™) of a (15,5) GAMF-
SWNT as a function of bias voltage, we found this expectation was
correct. Figure 3a is a topographic image of a 7.6-nm-long
GAMF-SWNT and Fig. 3b—j shows the corresponding dI/dV images
at various bias voltages. The bandgap widening was observed at one
site of this GAMF-SWNT in the tunnelling spectroscopy (not shown
here). Mirror-symmetric, often sickle-shaped bright regions were
observed here in Fig. 3b—j (indicated by arrows). The shift of the
peaks in the local density of states marked by arrows in Fig. 3 is
much greater than those of the two VHSs around the Fermi level in
Fig. 2a. These peaks may be due to resonance tunnelling via
unoccupied states associated with encapsulated GdMFs.

The present band structure represents one-dimensional multiple
quantum dots, analogous to a multiple quantum well in a three-
dimensional superlattice. The three-dimensional multi-layer uti-
lizes the two-dimensionally confined carrier sub-bands for elec-
tronic and opto-electronic applications. The present multiple
quantum dots may analogously be used for nano-optical devices.
If the dots are periodic, the system can even be used for a quantum
cascade laser’. With the bandgap modulation achieved here, we can
create electron sub-bands in the potential-well regions. As we vary
the density of the encapsulated fullerenes, the spacings between the
quantum dots can be controlled. That would change the shape of the
potential well for the electrons and holes. By inserting several
different types of metallofullerenes, one-dimensional heterostruc-
ture, complex bandgap engineering can be achieved. With an
additional electrode around the quantum wells, new one-dimen-
sional electronic devices can be made. By using many identical
quantum dots, this system could be applied to quantum
computing®. We can also synthesize this bandgap-engineered
system by self-assembly instead of by epitaxial growth.
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Factors determining crystal-liquid
coexistence under shear

Scott Butler & Peter Harrowell
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The interaction between an imposed shear flow and an order—
disorder transition underlies a broad range of phenomena. Under
the influence of shear flow, a variety of soft matter'is observed to
spontaneously form bands characterized by different local
order—for example, thermotropic liquid crystals subjected to
shear flow exhibit rich phase behaviour’. The stability of order
under the influence of shear flow is also fundamental to under-
standing frictional wear® and lubrication”®. Although there exists
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a well developed theoretical approach to the influence of shear
flow on continuous transitions in fluid mixtures’, little is known
about the underlying principles governing non-equilibrium co-
existence between phases of different symmetry. Here we show,
using non-equilibrium molecular dynamics simulations of a
system of spherical particles, that a stationary coexistence exists
between a strained crystal and the shearing liquid, and that this
coexistence cannot be accounted for by invoking a non-equilib-
rium analogue of the chemical potential. Instead of such thermo-
dynamic arguments'”", we argue that a balancing of the crystal
growth rate with the rate of surface erosion by the shearing melt
can account for the observed coexistence.

Our goal is to understand the nature of the coexistence between a
crystal and its melt subjected to a shear flow. Specifically, we would
like to test directly the proposition that non-equilibrium coexis-
tence involves the balancing of properties of the bulk crystal and
liquid phases (just as equilibrium coexistence involves balancing the
crystal and liquid chemical potentials). In order to be able to
calculate such bulk properties, we shall only consider states in
which both bulk phases are responding linearly to the applied
shear stress. This means that we shall not consider stresses in
excess of the crystal yield stress—as occurs in the case of shearing
colloidal crystals'>"*—nor, on the liquid side, will we consider
phenomena such as shear-induced aggregation' or hydrodynamic
instabilities.

We report here the results of non-equilibrium molecular
dynamics simulations of 2,592 Lennard—Jones particles sheared
between two parallel walls, one amorphous nd one crystalline. The
normal to the (111) surface of the face centred cubic (f.c.c.) crystal
lies parallel to the shear gradient, with the shear flow directed along
the [110] direction. We find reproducible stationary states, corre-
sponding to coexistence between the strained crystal and its shear-
ing melt, for a range of temperatures T below the equilibrium
melting point. An example of the calculated shear stress ¢ as a
function of the applied shear rate 7 is plotted in Fig. 1 along with the
volume fraction f; of the sample that is liquid. To determine f;, we
defined the dividing surface between crystal and liquid to be the
point at which the structural order parameter X (as defined in
Methods) equals 0.5. The shear stress is independent of the applied
shear rate in the coexistence region, and a lever rule relates the
fraction of crystal to liquid with the overall shear rate of the cell. (As
required by mechanical stability, the shear stress is uniform
throughout the two-phase system.) To avoid perturbations due to
the walls, we have restricted our study to that part of the T—4 phase
space for which the distance between the crystal-liquid interface
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Figure 1 Shear stress o and liquid volume fraction £ versus the applied shear rate + at
T = 0.7. Note that o is independent of 4, whereas the liquid fraction is proportional to the
applied shear rate. Although the applied shear rate - is varied over the coexistence
region, the actual shear rate of the liquid remains constant.
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